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Abstract

While intelligent agents have been developed to provide objective and expert advice to users, most experienced users know that they should not be followed blindly. Cognitive fit theory was developed about ten years ago to support the notion that tools should fit the tasks for which they were designed in light of the user's capabilities. Recently, intelligent agents have been provided to nearly every computer user as part of the Microsoft Office Suite. In nearly all of the applications in the suite, suggestions pop up as the software encounters recognized patterns. Users' capabilities vary widely, however. Some users have noticed anomalies in the advice, and their expertise leads them to override that advice. The computer credibility literature would predict that some users will take that advice without questioning it; this paper asserts that this will occur when there is lack of cognitive fit. In this study, the "Advisor," one particular intelligent agent in Microsoft Word was examined. In this experimental study, 33 undergraduate students were exposed to a passage of text with five repetitions each of three types of error conditions: (1) errors flagged correctly, (2) errors found by the Advisor that were not truly errors, and (3) errors missed by the Advisor. Hypotheses were that (1) the Advisor would in general improve performance, (2) Expertise in English would in general improve performance, and (3) the Advisor would help more those with higher English skills than those with lower English skills. Verbal SAT scores were obtained by permission of the subjects to serve as a measure of English skills. Analysis of the data showed that overall, all three hypotheses were supported in general. The paper also provides more detailed results for each of the error types. The results imply the need for careful use of intelligent agents; agents will not substitute for user expertise and could indeed degrade the performance of non-expert users.

1. Introduction

Not long ago, word processing software could barely keep up with users as they typed. As processors moved from 1 MHz devices in 1980 to more than two thousand times that speed today with data paths 8 times larger than before, vendors have never failed to make use of each step in extra speed by providing ever more sophisticated and complex features. Some features are devoted to formatting, providing a preview on screen that emulates the printed page nearly identically, and other features focus on content.

Analysis of content requires more sophistication. Earlier spelling and grammar checking were “batch” operations, required to be run as a separate operation after the document was completed. Today’s content-oriented functions run in real-time, and do not even need to be invoked; they start by default and are therefore already likely to be taken for granted by most users just as the formatting functions have been for some time.

The software employs an intelligent agent that consults a set of grammar rules, searching for common usage errors such as the use of fragments, run-on sentences, subject-verb disagreement, passive voice, double words, and split infinitives. Not only must the agent find the individual words in its list, but they must be arranged in conformance to its rules.

While its sophistication is indeed more advanced than ever before, there are two important problems that most writers find with these tools. First, false positives often occur (errors that incorrectly pass the agent’s tests). Based on an analysis of the twenty most common grammar errors [1], Kies [9] found that Word 2000 uncovered none of them. The same samples run through Word XP show some improvement, with 6 of the 20 errors found.

The second problem is the opposite case of “false negatives,” where some items are flagged as errors when they are not. Often, suggestions are made that would satisfy the agent, but would either distort the true
meaning or create an error that would not be flagged. For example, the agent analyzes the sentence “Multiple regression was run,” underlines “regression,” and suggests it be changed to “regressions.” If that advice is followed, the word “was” is then underlined and the suggestion is made to change the word to “were.” The final sentence reads “Multiple regressions were run,” which is a distortion of the true meaning of the original sentence.

It is therefore clear that the agent cannot perform all error-checking; users are not “let off the hook” completely by using the spelling and grammar tools. While there indeed needs to be a fit between task and technology [5], there are sometimes difficulties caused by cognitive limitations. The word processing task is one such situation, requiring language expertise of users. Therefore, there sometimes needs to be more than a fit between task and technology alone, but a “cognitive fit” [14] as well. Our model is shown in Figure 1.

This experimental study addresses that fit by asking users to review a letter for spelling and grammar. The agent, called the “Advisor” in this study, was disabled for half of the users, and verbal SAT scores were used to categorize users into language “experts” and “novices.” The rest of this paper provides a review of related literature, hypotheses, our methodology, and our results.

2. Prior Research

Two bodies of literature provide guidance in this area. First, the area of Cognitive Fit provides deeper understanding of how task and technology are augmented by a user’s cognitive abilities. The second area is that of research in Computer Credibility, suggesting that a person might be unduly influenced by advice received from an agent.

2.1. Cognitive Fit

The paradigm of Cognitive Fit [14][15] was first applied to the “graphs versus tables” literature. The primary thrust is that there should be consonance among three factors: the user’s cognitive skills, the task, and the representation of the task (as presented to the user). If there is a match, the proper mental representation will be formed, and proper solution of the problem will be possible. In the case of the Advisor, the task representation would be the indicators of necessary refinement, the “wavy” underlines. In theory, a person who intends to produce an error-free document would notice the underlined text, develop an understanding of what is wrong, and fix the error, resulting in clean text. Flaws in grammar-checking software require that a user possess higher levels of verbal skill than the user might believe initially.

The cognitive fit approach has been studied in many different domains, such as multiattribute data [13], verbal geographic instructions [7], spatial maps [2], programming [6], and even accounting [3]. This paper provides an extension into word processing for what we believe is the first time.

2.2 Computer Credibility

Computers are sometimes perceived as ‘infallible’, ‘faultless’, ‘awesome thinking machines’ that have
‘superior wisdom’. That is, of course, not the case, as discussed above. Computers themselves nearly always perform precisely as instructed, but the problem is that the instructions have flaws because all possible situations have not been anticipated fully.

There have been several streams of research that have looked at an array of issues pertaining to computer credibility. First described by Sheridan et al. [12], others studied how Computer Credibility is gained, lost, and regained [8][10]. The context in which the computer is being used affects computer credibility [11], and individual characteristics of the user can affect this credibility [4].

Credibility is made up of multiple dimensions, such as trustworthiness and expertise. Credibility is often equated with believability [4]; if a computer is deemed believable, it is thought to be credible. Terms such as “accepting the advice,” “trusting,” and “quality of information provided” are seen as conveying computer credibility ([4], p.81).

There are several instances in which the credibility of computers is especially important, such as when computers act as (1) decision aids, (2) knowledge sources, and (3) tutors or instructors [4]. In fact, Fogg & Tseng found that credibility is increased with these uses. Our research considers the computer as a source of knowledge or a decision aid and therefore we need to be concerned with over-reliance on agents such as the Advisor. It is possible that even individuals who are competent in the area in question will still allow the technology to make incorrect decisions for them.

2.3 Research Expectations

It is expected that there will be direct effects of expertise and also the Advisor. The most interesting question, however, is how the two factors will interact.

H1: The Advisor will, in general, affect performance on the task.

H2: Expertise will, in general, affect performance on the task.

H3 The Advisor will affect experts differently than novices, that is, there will be an interaction effect.

3. Method

In order to test the research question, namely whether intelligent agents designed to support the user can in fact do more harm than good, we employed a 2 x 2 factorial design (see Figure 1 below).

A between-subjects design was used. Participants were asked to edit a business letter using Word under one of two conditions: with the intelligent agent on or off. The outcome measure is the performance on the task, calculated by using a weighted count of errors on the completed document. (a lower score is better). The calculation is described later.

Data for model testing were gathered from multiple random samples of undergraduate business students enrolled in an introductory MIS class in a major University in the Northeastern U.S. The division between “novices” and “experts” was identified through standardized testing scores (SAT scores) obtained from the Dean’s office after receiving permission from the subjects. The scores were dichotomized by splitting along the median into experts and novices. The Advisor was either activated (On) or not (Off). The performance was measured in terms of the four types of mistakes incorporated in the text; there were five instances of each type of mistake. The four types of errors were:

Error Type 1 – errors flagged correctly: For example, a spelling error.

Error Type 2 – errors found by the Advisor that were not truly errors: For example, Advisor suggests “multiple regressions” when in fact “multiple regression” is correct.

Error Type 3 – errors missed by the Advisor: For example, the Advisor does not pick up that “their” should be used instead of “there” given the context.

Error Type 4 – suggestions given by the Advisor: for example, changing from the passive voice to the active voice.

The main study included 33 volunteers (15 males and 18 females). Materials were refined in a pilot study of 20 students conducted earlier. Subjects were given verbal instructions and 15 minutes to complete the task.

The participants were graded on their performance on each of the four error types. The three more egregious errors (types 1, 2, and 3) were given 2 points each and the suggestion error (type 4) was only assigned one point. The goal of each participant was to find all errors and take appropriate action thereby earning zero points. For purposes of this experiment, the larger the number earned by the participant the poorer the performance. Three graders individually assessed the performance, and
discrepancies between differences in grading were resolved through discussion.

At the end of the experiment, subjects were asked to fill out an exit questionnaire to determine whether the Advisor helped them accomplish the task, i.e., whether they realized that the Advisor had been either turned on or off. The question asked subjects to indicate their agreement with the following statement: “MS Word helped me with my spelling and grammar while accomplishing this task” and was scored with a 5-point Likert scale.

The means of the two groups (Advisor on and Advisor off) were compared to confirm that subjects realized the presence or absence of the Advisor. Subjects with the Advisor on responded to the question with a mean of 3.2 (.88). Subjects with the Advisor off responded to the question with a mean of 1.9 (.41). A t-test confirmed that the difference between the two groups was significant (p-value = .0086, not assuming equal variances), confirming that subjects with the Advisor on understood that MS Word helped them with their spelling and grammar while accomplishing the task.

4. Results

Fourteen and nineteen of the subjects performed the task with the Advisor off and on, respectively. The median for use in splitting subjects into categories of expert and novice was 570 and the scores ranged from 460 to 720. Seventeen subjects were categorized as novices and sixteen as experts. Analysis of the various demographics associated with each cell revealed no unexpected significant differences among them that could confound the results obtained. Further, tests of normality revealed no significant deviations in the data collected.

Table 1. ANOVA For Overall Performance

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>Df</th>
<th>Mean Square</th>
<th>F-Ratio</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main Effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expertise</td>
<td>125.029</td>
<td>1</td>
<td>125.029</td>
<td>7.96</td>
<td>0.0086</td>
</tr>
<tr>
<td>Advisor</td>
<td>463.697</td>
<td>1</td>
<td>463.697</td>
<td>29.5</td>
<td>0</td>
</tr>
<tr>
<td><strong>Interactions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expertise x Advisor</td>
<td>81.387</td>
<td>1</td>
<td>81.387</td>
<td>5.18</td>
<td>0.0304</td>
</tr>
<tr>
<td>Residual</td>
<td>455.784</td>
<td>29</td>
<td>15.7167</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (corrected)</td>
<td>994.061</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

ANOVA was used to test the hypotheses. We tested the hypotheses for (1) the total score that the subjects received and (2) the scores of each type of mistake. Though the results pertaining to the total scores are interesting in and of themselves, deeper understanding of their performance can be obtained by looking at the different types of mistakes on an individual basis, as the types of mistakes are qualitatively different.

Table 1 shows the ANOVA for the Total scores. Because the three p-values are less than .05, these factors have a statistically significant effect on the total score at the 95% confidence level.

Hypothesis H1 predicts that the Advisor would, in general, affect performance. Subjects with the Advisor on performed less well than those with the Advisor off (p-value = .0086). Hypothesis H2 predicts that Expertise would, in general, affect performance. Experts performed better in general than novices (p-value = .0000). Hypothesis H3 predicts that the Advisor would affect experts differently than novices. There is support for H3 at the 95% confidence level (p-value = .0304). Although Table 1 shows support for the hypotheses, the interaction plot in Figure 3 provides pictorial details of the interaction.
As Figure 3 suggests, there is an interaction effect between the Advisor and Expertise. Both novices and experts performed less well with the Advisor on than with the Advisor off, and overall novices performed less well than experts. However, the best performance was shown for experts with the Advisor off. Interestingly, turning the Advisor on seems to make experts perform just like novices.

An explanation of these performance differences could be obtained by examining performance scores for each error type, described below.

4.1. Error type 1: Errors flagged correctly (if the Advisor is on)

The first error type, errors that were flagged correctly by the Advisor, shows rather mixed results. Table 2 shows that both hypotheses H1 and H3 were supported at the 90% confidence level, and that hypothesis H2 was supported at the 95% confidence level.

From Figure 4 we observe that there was no difference in performance between experts and novices when the Advisor was on and detected actual errors. Both groups corrected all spelling errors flagged. However, as expected when the Advisor was off, experts performed better than novices due to their higher English skills.

4.2. Error type 2: Errors found by the Advisor (when on) that were not truly errors

Table 3 shows that hypotheses H1 was supported at the 99% confidence level for errors that were incorrectly flagged by Word.

From Figure 5 we can see that there is no statistically significant difference in performance for error type 2 between experts and novices when the Advisor was either on or off. Both groups tended to accept the advice of the Advisor, regardless of their expertise level. In general, when the Advisor was on, performance decreased; this is represented by higher “error” scores. That is, both types

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>Df</th>
<th>Mean Square</th>
<th>F-Ratio</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main Effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expertise</td>
<td>5.70081</td>
<td>1</td>
<td>5.70081</td>
<td>3.23</td>
<td>0.0828</td>
</tr>
<tr>
<td>Advisor</td>
<td>46.18</td>
<td>1</td>
<td>46.18</td>
<td>26.16</td>
<td>0</td>
</tr>
<tr>
<td><strong>Interactions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expertise x Advisor</td>
<td>5.70081</td>
<td>1</td>
<td>5.70081</td>
<td>3.23</td>
<td>0.0828</td>
</tr>
<tr>
<td>Residual</td>
<td>51.2</td>
<td>29</td>
<td>1.76552</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (corrected)</td>
<td>120.242</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
of users “fall for” most of what is really incorrect advice. When the Advisor was off, not a single user flagged any of the items as errors. Computer credibility indeed seems alive and well.

4.3 Error type 3: Errors missed by the Advisor (when on)

Table 4 shows that hypotheses H1, H2 and H3 were supported at the 99% confidence level.

From Figure 6 we can see the strong interaction between the Advisor and Expertise. The best performance was achieved by Experts with the Advisor off. In this case, the subjects relied only on their knowledge, and had no help from the Advisor. On the other hand, experts with the Advisor on actually performed exactly like Novices with either the Advisor on or off.

4.4 Error type 4: Suggestions given by the Advisor

Table 5 shows that hypothesis H1 was supported at the 99% confidence level.

Figure 7 illustrates the striking and significant difference in performance between subjects who performed the task with the Advisor on and those who performed the task with the Advisor off.

5. Discussion and Conclusions

From this study it is apparent that the hypotheses were supported when looking at overall performance. Both
expertise and the use of a spelling and grammar-checking agent (Advisor) affected the users' performance. Also, the best performance was obtained from experts who had the Advisor turned off. Interestingly, turning on the Advisor made our English language experts perform just like novices, rather than making our novices perform more like experts.

A more detailed look at a variety of error types provides more understanding of this result. When real errors are flagged correctly, novices and experts are about equal at eliminating errors. If the advisor is turned off, novices are disadvantaged but experts are not.

Another interesting finding is that when "false negatives" (non-errors flagged as errors) are considered, it appears that the Advisor indeed impairs performance. When more subtle stylistic suggestions were made by the Advisor, performance improved for both novices and experts. Even the high SAT subjects heeded this kind of assistance.

Perhaps the most interesting finding is that when errors are missed by the Advisor, performance is impaired for both novices and experts. Our speculation is that experts tend to be less careful when the Advisor is on, and assume that their text has been checked carefully for them. Users of the Advisor seem to attribute greater power than it really has; they are lulled into a false sense of security.

Future researchers might consider the impact of training and perhaps warning messages for subjects when such an agent is used. Perhaps when levels of confidence are more realistic, and people in general adjust their reliance on software, such agents can have more uniformly beneficial results. This study is one step toward understanding the dynamics of confidence, expertise, and cognitive fit in a document editing task.
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Table 5 – ANOVA for Suggestions Given By the Advisor

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>Df</th>
<th>Mean Square</th>
<th>F-Ratio</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main Effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expertise</td>
<td>1.19528</td>
<td>1</td>
<td>1.19528</td>
<td>1.15</td>
<td>0.2924</td>
</tr>
<tr>
<td>Advisor</td>
<td>94.4775</td>
<td>1</td>
<td>94.4775</td>
<td>90.91</td>
<td>0</td>
</tr>
<tr>
<td><strong>Interactions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expertise x Advisor</td>
<td>0.24847</td>
<td>1</td>
<td>0.24847</td>
<td>0.24</td>
<td>0.6286</td>
</tr>
<tr>
<td>Residual</td>
<td>30.1396</td>
<td>29</td>
<td>1.0393</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (corrected)</td>
<td>126.182</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


